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Abstract
The subsidence of the surface due to mining activities is a significant issue in mining areas. Therefore, predicting surface subsidence 
is a necessary task to ensure safety and production efficiency. This article applied an Artificial Neural Network (ANN) model to 
predict surface subsidence resulting from underground mining operations in the Mong Dương mine. The ANN model proposed in 
this research uses a recursive multi-step forecasting model, where the predicted value at the previous step is added to the time series to 
forecast the next value. The experimental dataset consists of 12 monitoring cycles over 24 months, with a 2-month interval, divided 
into a training set containing the first 9 measurement cycles and a test set containing the last 3 cycles. First, the K-fold cross-validation 
method is applied to the training set to determine the best parameters for the model. Then, these parameters are used to predict surface 
subsidence for the values in the test set. The prediction error depends on the time gap between the last measurement cycle and the 
forecasting cycle. The relative errors in the tenth cycle for the four points are 0.9%, -1.7%, -1.7%, and 1.4%. These error values increase 
to 1.4%, -1.8%, -1.8%, and -1.7% in the eleventh cycle and further to 2.0%, -2.2%, -2.2%, and 2.5% in the twelfth cycle. The absolute 
errors are determined to be small, within the range of 20 mm. These results demonstrate that the proposed method and ANN model 
are suitable for the time-series monitoring data in mining areas.

1. Introduction
Vietnam is a country with diverse natural resources, in-

cluding approximately 70 types of minerals (B. N. Nguyen, 
Boruff, & Tonts, 2017), among which coal is the primary 
mineral resource, mostly found in coal mines in Quang Ninh 
province. Among these, the ratio between underground and 
surface coal mines is approximately 60% and 40%, respec-
tively, with the total extraction volume expected to increase 
annually (B.N. Nguyen, Boruff, & Tonts, 2021). Some surface 
coal mines are planned to be transformed into underground 
coal mines due to increasing extraction depths, resulting in 
a rise in the number of underground mines (Q.N. Nguyen, 
Nguyen, Pham, & Chu, 2021). The contribution of the coal 
industry in Vietnam is not only economic growth through 
mineral exports but also energy security through coal-based 
electricity generation (Dorband, Jakob, & Steckel, 2020).

Despite significant contributions to the economy, mining 
activities also bring about environmental challenges (Mohsin, 
Zhu, Naseem, Sarfraz, & Ivascu, 2021), among which land 
subsidence is a common consequence. Surface subsidence 
has posed significant risks to infrastructure, the environment, 
and the safety of workers in mining areas (Marschalko et al., 
2012). Although surface subsidence due to mining activities 
can be measured after the occurrence of subsidence, the effec-
tive prediction of mining-induced surface subsidence in the 
future is also an important task for sustainable mining and 
resource utilization planning (Ma, Li, & Zhang, 2017). The 

prediction theories of surface displacement and deformation 
in mines are divided into three main groups, relying on ge-
ometric principles, the continuous mechanical environment, 
and the random theory. Scientists worldwide have developed 
many prediction methods based on these theories, which can 
be grouped into 5 method categories of experimental, inter-
section surface, influence function, analytical and physical 
modeling methods (Reddish & Whittaker, 2012).

With the development of computer science, artificial 
neural networks have been widely applied in various fields, 
including prediction. Artificial neural networks are capable 
of connecting and integrating different parameters in identi-
fication and forecasting applications. The strength of artificial 
neural networks is their ability to make good forecasts with 
complex data. For such data, artificial neural networks pro-
vide high generalization in forecasting; moreover, they can 
also forecast with non-linear variables. 

The prediction of displacement resulting from under-
ground mining activities using artificial neural networks has 
been conducted by many authors, such as the study by Am-
brožič và Turk, 2003 to predict surface subsidence due to coal 
mining at the Velenje mine in Slovenia; Ki-Dong Kim et al, 
2009 (Kim, Lee, & Oh, 2009) predicted mining-induced sub-
sidence in the city of Samcheok, South Korea; Saro Lee et al. 
(2012) (Lee, Park, & Choi, 2012) employed artificial neural 
networks to forecast subsidence in the Jeong-am mining area, 
South Korea.

Submission date: 26-05-2024 | Review date: 30-06-2024

surface subsidence, underground mine, artificial neural network, subsidence predictionKeywords:



258 Inżynieria Mineralna — Styczeń – Czerwiec 2024 January – June — Journal of the Polish Mineral Engineering Society

Compared to traditional methods of subsidence predic-
tion relying on a predefined function and its parameters, 
subsidence prediction using artificial neural networks is a pa-
rameter-free method with the ability to forecast for areas with 
specific geological and topographical characteristics. Howev-
er, this method requires actual subsidence monitoring data as 
inputs for network training. This can be much easier to obtain 
than collecting the necessary influencing factors with high ac-
curacy for the aforementioned traditional methods.

In Vietnam, several prediction studies have been con-
ducted, including constructing forecasting models based on 
experimental monitoring data (Long et al., 2017; Long, My, 
& Luyen; L. Q. Nguyen, 2016), and determining parameters 
of models suitable for specific conditions of each mining area 
to enhance the accuracy of forecasting results (L. Q. Nguyen, 
2016, 2020). Studies on the application of artificial neural 
networks in surface subsidence prediction in mines have 
confirmed the superiority of this method over traditional ap-
proaches when applied in Vietnam (L. Q. Nguyen, et al., 2023; 
Q. Nguyen, Nguyen, et al., 2021). Application of artificial neu-
ral network using recursive multistep prediction process to 
predict road subsidence caused by underground mining has 
been carried out in 2023 (Hung N.V, et al., 2023). A new ANN 
model with associated “optimal” hyperparameters to predict 
underground mining-induced land subsidence is proposed 
(Long Quoc Nguyen, et al., 2023).

In this paper, an artificial neural network (ANN) is ap-
plied to predict surface subsidence caused by underground 
mining in Vietnam. This research contributes methodo-
logically by leveraging advancements in subsidence pre-
diction techniques, thereby supporting sustainable mining  
operations.

2. Methodology
2.1 Artificial Neural Networks

The artificial neural network (ANN) is one of the artificial 
intelligence (AI) tools used in surface subsidence prediction 
due to its ability to learn complex models with a large dataset, 
thus enabling accurate predictions (Ambrožič & Turk, 2003; 
Yang & Xia, 2013). ANN models are computational models 
developed based on the study of the human brain's structure, 
hence the name ANN (Zou, Han, & So, 2009). They consist 
of several layers of artificial interconnected neurons, which 
are divided into input, hidden, and output layers (see Figure 
1). The input layer involves input parameters, which are then 
passed through the hidden layers with computations per-
formed based on weights, resulting in predicted variables es-
timated in the output layer. The weights are initially assigned 
random values in the input layer, then propagated through the 
hidden and output layers. These weights are then recalculated 
using optimization algorithms such as gradient descent and 
backpropagation (Amari, 1993). Thus, the ANN model can 
accurately predict output variables by recalculating weight 
values.

In an ANN, each layer consists of one or more neurons 
depending on the specific problem under investigation. In 
this study, the input layer consists of six neurons correspond-
ing to six previous subsidence measurement cycles from s(t-
6) to s(t-1), used to forecast subsidence at time t (denoted as 
s(t)). The hidden layer(s) comprise one or more layers, each 
containing a number of hidden nodes. In this research, the 
optimal number of hidden layers, hidden nodes, and the 
number of iterations in the backpropagation process are ex-
perimentally determined through cross-validation using the 
k-fold method (Fushiki, 2011). 

Fig. 1. Structure of an artificial neural network consisting of input layer, hidden layers, and output layer

Fig. 2. Recursive multi-step prediction model. Black squares represent the input values of the model and red squares correspond to the output values

Rys. 1. Struktura sztucznej sieci neuronowej składającej się z warstwy wejściowej, warstw ukrytych i warstwy wyjściowej

Rys. 2. Rekursywny wieloetapowy model predykcji. Czarne kwadraty reprezentują wartości wejściowe modelu, a czerwone kwadraty odpowiadają 
wartościom wyjściowym
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2.2 Recursive multi-step forecasting model
A total of 12 subsidence measurements are taken once per 

month, corresponding to a one-year period. With this num-
ber of measurements, we divide the dataset into a training 
set consisting of the first 9 measurements, and the remain-
ing three measurements are chosen as the test set. To train 
the model based on the training set, we use the six previous 
measurements as input and the subsequent measurements as 
output, as illustrated in Figure 2. This process is called recur-
sive multi-step prediction. Specifically, the first six months 
are used as input and the seventh month as output. Then, the 
time series is shifted forward by one step with months two 
through seven used as input and the eighth month as output. 
Similarly, month three to month eight are used as input to 
predict the ninth month. Through this process, the back-
propagation algorithm is applied based on the difference be-
tween predicted and measured values in months 7, 8, and 9 
(see Figure 2). The parameters of the model after the training 
process are then used to forecast subsidence in months 10, 
11, and 12. To do this, values from the fourth to the ninth 
months are used to predict the subsidence of the tenth month. 
Then, the predicted value in the tenth month is added to the 
time series to predict the eleventh month. Finally, a similar 
process is applied to predict the subsidence of the twelfth  
month.

 
2.3 Model Accuracy Evaluation

To evaluate the effectiveness of the surface subsidence 
prediction using the ANN model, two evaluation metrics are 

utilized in this study, including absolute (Abs.Err) and relative 
errors (Rel.Err):

(1)

(2)

(3)

where ηi and ηp are the measured and the predicted values at 
ti; η and ηp are the corresponding medium values of measured 
and predicted values, respectively.

3. Results and Discussion
In this study, four Global Navigation Satellite System 

(GNSS) measurement points in the Mong Duong underground 
coal mine area were used to test the proposed model. These 
four points are named P1, P2, P3, and P4, located on the sur-
face within the mining area. As mentioned earlier, each point 
is measured over 12 measurement cycles at two months apart. 
The first nine measurement cycles are selected as the training 
dataset to train the model, and the last three measurement cy-
cles are used as the test dataset for subsidence prediction. The 
data processing and prediction modules are programmed in 
Python using the scikit-learn package (Pedregosa et al., 2011). 
Table 1 shows the subsidence measurements of the four points 
corresponding to the training dataset of the first nine cycles.

The surface subsidence values for the last three cycles 
are predicted based on the parameters found from the train-

Tab. 1. Training set consisting of subsidence values for the first nine months (unit: mm)

Tab. 2. Comparison between the measured and predicted values at Point P1

Tab. 3. Comparison between the measured and predicted values at Point P2

Tab. 4. Comparison between the measured and predicted values at Point P3

Tab. 5. Comparison between the measured and predicted values at Point P4

Tab. 1. Zestaw treningowy składający się z wartości osiadania dla pierwszych dziewięciu miesięcy (jednostka: mm)

Tab. 2. Porównanie zmierzonych i przewidywanych wartości w punkcie P1

Tab. 3. Porównanie zmierzonych i przewidywanych wartości w punkcie P2

Tab. 4. Porównanie zmierzonych i przewidywanych wartości w punkcie P3.

Tab. 5. Porównanie zmierzonych i przewidywanych wartości w punkcie P4
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Fig. 3. Comparison between measured subsidence and predicted values

Fig. 4. Correlation between the measured and predicted values of 4 points

Rys. 3. Porównanie zmierzonego osiadania z wartościami przewidywanymi

Rys. 4. Korelacja między zmierzonymi i przewidywanymi wartościami dla 4 punktów
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ing dataset, with the results shown in Table 2 (Point P1), 
Table 3 (Point P2), Table 4 (Point P3), and Table 5 (Point 
P4). In these tables, the predicted values are compared with 
the measured values, from which absolute errors (Abs. er-
rors) are calculated in millimeters 0(mm). Additionally, 
relative errors (Rel. errors) are computed by dividing the 
absolute errors by the measured subsidence values, calcu-
lated as a percentage (%). The results show a larger discrep-
ancy between the forecasted time and the corresponding 
time of the last measured value in the training set leading 
to larger errors. The relative errors in the 10th month for 
the four experimental points are 0.9%, -1.7%, -1.7%, and 
1.4%. These errors increase to 1.4%, -1.8%, -1.8%, and 
-1.7% in the 11th month, and 2.0%, -2.2%, -2.2%, and 2.5% 
in the 12th month. The absolute errors are found to be 
small, within the range of 20 mm. The correlation between 
the measured and predicted values of 4 points is high with 
r=0.980. This indicates that the ANN method used in this 
study can effectively forecast the time series of surface sub-
sidence in mining areas. This is confirmed by the results 
displayed in Figure 3, where the measured and predicted 
subsidence values are very close. The correlation coeffi-
cients between predicted and measured values for 4 points 
are plotted in Fig. 4. With high values in the prediction 
results (r=0.980), it indicates that the predictive model is 
consistent with the measured data. 

 

4. Conclusion
In this study, we utilized an ANN to forecast surface sub-

sidence caused by underground coal mining at the Mong Du-
ong coal mine, Vietnam. A recursive multi-step prediction 
process was designed and applied, where the first nine cycles 
were used as input to train the ANN model. Subsequently, the 
parameters of the model were used to predict subsidence for 
the last three cycles.

The parameters of the ANN model, including the number 
of hidden layers, hidden nodes, and iterations, were determined 
through the k-fold cross-validation method before being used 
to identify the model parameters with the training dataset and 
predict surface subsidence for the test dataset. The proposed 
ANN model with 'optimized' parameters found in this study 
has been demonstrated as an effective tool for predicting sur-
face subsidence due to underground mining activities. The ab-
solute errors were determined to be small, within the range of 
20 mm. The absolute error depends on the time gap between 
the forecasted month and the month corresponding to the last 
measurement in the training dataset. The relative errors in the 
10th month were 0.9%, -1.7%, -1.7%, and 1.4%. These errors 
increased to 1.4%, -1.8%, -1.8%, and -1.7% in the 11th month, 
and 2.0%, -2.2%, -2.2%, and 2.5% in the 12th month.
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Prognozowanie osiadania powierzchni kopalni podziemnej przy użyciu rekurencyjnego modelu 
prognozowania wieloetapowego z wykorzystaniem sztucznej sieci neuronowej

Osuwanie się powierzchni z powodu działalności górniczej jest istotnym problemem w obszarach górniczych. Dlatego przewidywanie 
osiadania powierzchni jest niezbędnym zadaniem, aby zapewnić bezpieczeństwo i efektywność produkcji. W tym artykule zastosowano 
model sztucznej sieci neuronowej (ANN) do przewidywania osiadania powierzchni wynikającego z podziemnych operacji górniczych 
w kopalni Mong Dương. Proponowany w tym badaniu model ANN wykorzystuje rekurencyjny model prognozowania wieloetapowego, 
w którym przewidywana wartość z poprzedniego kroku jest dodawana do szeregu czasowego, aby prognozować następną wartość. Zbiór 
danych eksperymentalnych składa się z 12 cykli monitorowania w ciągu 24 miesięcy, z dwumiesięcznym odstępem, podzielonych na 
zestaw treningowy zawierający pierwsze 9 cykli pomiarowych i zestaw testowy zawierający ostatnie 3 cykle. Najpierw metoda walidacji 
krzyżowej K-fold jest stosowana do zestawu treningowego, aby określić najlepsze parametry dla modelu. Następnie te parametry są uży-
wane do przewidywania osiadania powierzchni dla wartości w zestawie testowym. Błąd prognozy zależy od przerwy czasowej między 
ostatnim cyklem pomiarowym a cyklem prognozowania. Błędy względne w dziesiątym cyklu dla czterech punktów wynoszą 0,9%, -1,7%, 
-1,7% i 1,4%. Te wartości błędów wzrastają do 1,4%, -1,8%, -1,8% i -1,7% w jedenastym cyklu i dalej do 2,0%, -2,2%, -2,2% i 2,5% 
w dwunastym cyklu. Błędy bezwzględne są określane jako małe, w zakresie 20 mm. Wyniki te pokazują, że proponowana metoda i model 
ANN są odpowiednie dla danych monitorowania szeregów czasowych w obszarach górniczych.
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